
Volume 1, 2025, Pages 170-180                                                                                                           Elaris Computing Nexus 

| Regular Article | Open Access 

 

170 

Comparative Analysis of Surface Electrical 

Potential Distribution Across Semiconductor 

Wafers Using Advanced 3D Simulation Models 
 

Aaron Maurer 

Information Technology, College of Engineering, University of Missouri, Columbia, MO 65211, United States. 

aaronm45@outlookmail.com 

 

Minu Balakrishnan 

Sri Eshwar College of Engineering, Coimbatore, Tamil Nadu, India. 

minubalakrishnan@sece.ac.in 

 

Article Info 

Elaris Computing Nexus 

https://elarispublications.com/journals/ecn/ecn_home.html 

 

© The Author(s), 2025. 

https://doi.org/10.65148/ECN/2025016 

 

Received 10 June 2025 

Revised from 30 August 2025 

Accepted 16 September 2025 

Available online 12 October 2025 

Published by Elaris Publications.  

 

Corresponding author(s): 

Minu Balakrishnan, Sri Eshwar College of Engineering, Coimbatore, Tamil Nadu, India. 

Email: minubalakrishnan@sece.ac.in 

 

This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution              

(CC BY) license (https://creativecommons.org/ licenses/by/4.0/). 

 

Abstract – Correct mapping of electrical potential using semiconductor wafer is critical to the operation, productivity, and 

homogeneity of gadgets particularly in the present-day trend in electronics and nearing the nanoscale. Traditional numerical 

and analysis methods, including Finite Differentiation, Finite Element, Drift Differences, and Poisson Boltzmann 

algorithms, may be challenging to resolve the fine details around the edges of wafer or high gradients, in contrast to data-

driven algorithms, e.g. Neural Network Regression, which are fast without physical insight. To overcome all these 

shortcomings, this paper suggests a Hybrid Quantum Numerical Model (HQNM), which applies classical numerical 

computation together with terms of quantum correction to make it more accurate and physical. A set of six surface potential 

simulations of this model was compared to five known methods with the same boundary and material conditions. Findings 

indicate that HQNM has the best root mean square error, smoothness factor and correct edge performance at moderate cost 

of computation. The results demonstrate that the model is a promising approach to high-fidelity wafer-level potential 

mapping, a balanced solution to offer numerically stable, accurate, and computationally-efficient solutions. 

 

Keywords – Semiconductor Wafer, Electrical Potential Mapping, Hybrid Quantum-Numerical Model, Surface Potential 

Simulation, Finite Difference and Finite Element. 

 

I. INTRODUCTION 

Modern electronics are based on semiconductor devices such as microprocessors and memory chips, photovoltaic cells and 

sensors. With the ongoing reduction in the dimensions of devices to the nanoscale the precise determination of the 

distributions of electrical potentials through semiconductor wafers has become a very pressing need. Spatial potential 

difference within the wafer does not only determine the performance and reliability of individual device but also impacts 

yield and homogeneity in production. Specifically, edge effects, non-uniformities in doping, and quantum confinement 

effects can cause large deviations in the potential distribution and without such effects considered, can undermine the 

operation of the device. Hence, accurate mapping of electrical potential surfaces is crucial in designing and quality control 

of semiconductor fabrication [1]. 

In the past, engineers and scientists have determined the possible distribution in each of the wafers, such as Finite 

Difference Method (FDM) and Finite Element Method (FEM), by means of numerical techniques. By these processes the 

semiconductor field is discretized and a solution to Poisson equations subject to prescribed boundary conditions obtained. 

There are several limitations to these classical methods though they are applicable in the overall trend capturing. Arguably, 

an example is the FDM that is simple to operate and computationally cheap but often fails to conserve accuracy by the 

wafer edges due to a fixed mesh spacing. FEM can however properly handle complex geometries and local variation; 
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however, it takes a significant amount of computational power especially with small meshes or in three dimensional studies. 

These limitations define the need to come up with computationally efficient and physically realistic modeling strategies 

[2]. Besides the classical numerical methods, Drift Diffusion Model (DDM) involves the movements of the carrier’s 

transport that takes into account the diffusion and drift of the reaction to the potential gradients. In non-equilibrium studies, 

the DDM is a more realistic solver than the electrostatic solvers, particularly in cases where material parameters are of 

interest, and it can require a lengthy calibration. Theoretical models such as the Poisson Boltzmann Model (PBM) are 

computationally simple, give theoretical insights, but most usually involve simplifying assumptions that limit their 

application to edges or regions with a strong field gradient. The more recent development is based on data-driven 

techniques, such as Neural Network Regression (NNR) that are used to identify the possible distributions based on trained 

models. These techniques are the fastest and most flexible although they can be affected by overfitting or inaccessible 

interpretation in important areas of the wafer [3]. 

Considering these different methods, there is an irresistible demand of a model combining both physical rigor and 

computational efficiency that is able to reflect the possible variations on the whole wafer with edges and high-gradient 

feature. To fill this gap, this paper will introduce a HQNM which integrates the stability of classical numerical solvers with 

quantum-corrective refinements. The HQNM engages two steps: a twostep calculation of the potential is first performed 

by a finite difference calculation and a quantum correction is subsequently included depending on the local curvature of 

the potential surface. The model can model small scale quantum confinements with computational feasibility and therefore 

bridging the gap between purely numerical and purely analytical or data-driven computations. 

This research has threefold objectives. First, it will focus on coming up with an effective simulation model that can 

produce high-fidelity surface potential maps on semiconductor wafers. Second, it aims at comparing the performance of 

the proposed HQNM with five methods that have been established (FDM, FEM, DDM, PBM, NNR) using graphic and 

numeric measures. Lastly, it aims at offering information regarding the practical applicability of hybrid quantum-numerical 

methods in semiconductor device simulation and production and how they can be useful in enhancing predictive accuracy 

but at a cost lower than prohibitive. 

The originality of the work is in its integrative nature. Although in the past people have considered only either numerical 

or analytical models, or have made use of machine learning-based predictions, this one has shown that it is possible to 

make significant improvements in the performance of models by integrating classical numerical models with specific 

quantum corrections. The HQNM is better at accurately depicting edges, eliminating non-physical oscillations, and 

providing more physically realistic potential gradients over the wafer surface. Through the examples of comparative 

simulations of five other models in the same conditions, the study gives a strict validation of the superiority of the method. 

In addition, the implications of the findings are enormous to the research and industry. Precise potential mapping in 

semiconductor manufacturing can be used to optimize process, minimize defects, and increase uniformity of devices. 

Applied to Research HQNM offers a capability to investigate nanoscale phenomena which allows the construction of 

emergent devices, including quantum dots, nanoscale transistors and photonic structures, with more accuracy. The 

efficiency of the computations in the model also enables the employment in another design cycle and enables speed in 

prototyping and analysis. 

This paper focuses on the important issue of the correct simulation of electrical potential in semiconductor wafers in 

order to propose a Hybrid Quantum-Numerical Model. A combination of theoretical foundation, computational 

experimentation, and comparative analysis shows that HQNM is more accurate, produces smoother potential distributions 

and is easily computable than classical, analytical and data-driven methods. The following parts of the paper describe the 

materials, methodology, simulation outcome, and performance analysis which finally describes HQNM as a strong and a 

viable solution to high-fidelity wafer-level potential mapping. 

 

Key Contributions 

This work makes the following key contributions: 

• Hybrid Quantum Numerical Model (HQNM): A quantum-inspired correction of classical numerical modeling 

techniques was proposed to provide an accurate surface potential model of semiconductor wafers. 

• High-Fidelity Surface Mapping: Is more accurate along wafer edges and high gradient areas, eliminating numerical 

artifacts and preserving smooth potential fields. 

• Detailed Comparative Analysis: Compares HQNM with five known models, which are; FDM, FEM, DDM, PBM, 

and Neural Network Regression given the same boundary and material conditions. 

• Balanced Performance: The performance that offers a special set of low error, high smoothness, and moderate cost 

but the difference between speed and physical realism. 

• Scalable and Practical Framework: A reproducible methodology applicable to wafer-level simulations, optimization 

of industrial processes, and studies of nanoscale devices. 

• Creates a Benchmark: Makes HQNM a next-generation semiconductor potential mapping tool, which has a 

powerful and reliable method where the current methods are constrained. 

 

II. PREVIOUS STUDIES ON SEMICONDUCTOR POTENTIAL MAPPING 

Proper modeling of the distribution of electrical potentials in semiconductor wafers is of classic concern in the design of 

the device and optimization of manufacturing considerations. The initial work was based mostly on the schemes of Finite 
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Difference Method (FDM) [4] of approximating the Poisson equation using a uniform grid which is of classical nature. 

These computational techniques were presented in the form of FDM, which was computationally efficient and user friendly 

to simulate the overall trend in potential uniformly doped wafers. One was to feel shortly after that its weaknesses, but in 

the high potential gradient nooks or in the wafer edges, where the regular discretization procedure was likely to give false 

results, and which were numerically unstable. In spite of such drawbacks [5], FDM is a significant base procedure alongside 

a reference point with the more advanced procedures. 

To avoid the weaknesses of the plain finite difference models, Finite Element Method (FEM) [6] was created to be used 

in the modeling of semiconductors. FEM divides the wafer into small and interconnected structures and approximates the 

potential by means of interpolation functions. This is an adaptable meshing that allows FEM to deal with complex 

geometries and fine variations in the potential distribution, particularly at boundaries or high-field regions, which are local. 

This has always been the case with research studies that have revealed that FEM generates higher spatial resolution of 

edges and edges accuracy compared to FDM. However, they are associated with the cost of increased computational cost, 

namely, three-dimensional simulations or fine mesh scales required in nanoscale devices. 

In the meantime, the modeling structure was further generalized to incorporate physical movement of charge carriers 

by electric fields, through the use of Drift Diffusion Models (DDM) [7]. DDM is more real in the sense that the effects of 

drift as well as diffusion are considered in the distribution of potential in the wafers under non-equilibrium situations. 

Asymmetric variations in potential have been proven to be reproduced by DDM but not by classical electrostatic models. 

The model is however reliant on the sensitivity of the calibration of material parameters such as carrier mobility, 

recombination rates as well as they can vary between batches of fabrications and they can affect reproducibility. 

Other tools that have been used are potential mapping, in particular Poisson Boltzmann Model (PBM) [8] as an 

analytical tool. Classical models are closed-form solutions, and their advantages are that they are computationally efficient 

and have theoretical insight. PBM cannot be applied along the edges of wafers or in places where the distribution of charges 

is non-linear although it is only applicable in estimating central parts of the wafers that are fairly homogeneous. The 

simplifying assumptions required to ensure the model is analytically tractable such as constant permittivity and idealised 

boundary conditions also limit the predictive capability of the model using real-world wafers as indicated by a number of 

studies. 

In more recent times, data-based methods, especially Neural Network Regression (NNR) [9] have become interesting 

alternatives. NNR models are trained using the existing data on simulations or experimental measurements to provide 

predictions on possible distributions across wafers. The benefit of this type of methods is that they are fast and flexible; 

the neural networks are able to produce potential surfaces near instantly when trained. Nevertheless, it is shown in the 

literature that over-fitting around boundary areas and the inability to interpret such results is a major problem. Neural 

networks can also recreate global trends well but local physical phenomena are often missed unless their neural networks 

are regularized or constrained by physics. 

Although these models include FDM, FEM, DDM, PBM and NNR each has its own merits and demerits, past research 

has continuously shown that no model offers the best combination of precision, realism, efficiency, and stability of the 

edges. Classical numerical codes are quick and rough, analytical codes are beautiful and restricted, drift diffusion codes 

are true to life, and machine learning codes are quick and physically unstable. Such a gap highlights the importance of 

integrative approaches to modeling that will incorporate the benefits of several approaches and reduce the weaknesses of 

each approach [10]. 

As a result of this realization, recent studies are starting to investigate hybrid methods of modeling, methods that 

combine classical numerical solvers with data-driven or quantum-inspired corrections. These methods are to enhance 

predictive accuracy in high-gradient and edge areas, without the need to add restrictive computational cost. Such hybrid 

approaches have been used in small scale research on nanoscale devices, but have not been systematically examined on 

wafer-scale potential mapping. It is against this background that the current work is proposed, which offers a HQNM. A 

hybrid of a classical finite difference solver with the use of quantum correction terms is embedded in the HQNM to obtain 

the small electrostatic variations across the wafer. The HQNM, based on the knowledge gained in earlier research, 

overcomes the established drawbacks, providing some more sensible potential gradients, more accurate edges, and 

computational efficiency. 

The literature has given a rich basis on which semiconductor potential mapping may be understood and it has also 

identified the strengths and weaknesses of the current methodologies. Classical, analytical, drift-diffusion, and machine 

learning models play a valuable role but all of them have limitations in one way or another. The new HQNM uses these 

historical lessons with new quantum corrections in between the computational efficiency and physical faithfulness. The 

scheme makes the HQNM a next generation instrument of precise, high resolution potential mapping, and is precisely the 

solution to the difficulties that were found in earlier research. 

 

III. MATERIALS AND METHODS 

Material Description and Simulation Environment 

The semiconductor wafer being considered was a two-dimensional square substrate that is a lightly doped n-type silicon 

area. The size of the wafer was put in a 1x1 domain and was discrete on a grid of 100x100. The assumption was made that 

there was a uniform profile of doping to ensure a uniform neutrality at the bulk, with the biased edges of the surfaces having 
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a fixed potential of 0 V to 1 V. This formed a controlled electrostatic gradient which allowed assessment of potential 

distribution across the surface to be evaluated accurately. 

All simulations were done in the Google Colab environment, which was executed with Python 3.10, which used NumPy 

to compute the numbers, and Matplotlib to visualize the surface. Full reproducibility and hardware independence was 

guaranteed by this approach. All models (FDM, FEM, DDM, PBM, NNR and HQNM) were run at the same spatial 

resolution, grid boundaries and convergence tolerance. Time taken in each case to run the simulation was calculated with 

the inbuilt timing functions of Python so that fair comparison could be carried out. 

The model suggested combines classical and quantum behavior of semiconductors. Thus, the plancks constant (6.626 

x 10 -34 Js), permittivity of silicon (1.04 x 10 -2 F/ cm) and the charge of the electron (1.6 x 10 -19 C) were precisely 

incorporated into the calculations. These constants enabled the model to maintain a numerical consistency and physical 

relevance in the process of simulation. 

 

Mathematical Foundation of Potential Distribution 

The fundamental governing equation for electrostatic potential 𝜙(𝑥, 𝑦) within a semiconductor wafer is derived from 

Poisson’s equation, expressed as: 

 

 ∇2ϕ(𝑥, 𝑦) = −ερ(𝑥, 𝑦)  (1) 

 

where 𝜌(𝑥, 𝑦) represents the charge density and 𝜖 denotes the permittivity of the material. 

The Finite Difference Method (FDM) and Finite Element Method (FEM) are the traditional numerical solvers that are 

used to approximate, or interpolate over mesh elements in order to solve this equation. These techniques, however, tend to 

be subject to the instability of edges- especially in cases where there are sharp doping gradients or when they have a coarse 

grid density. 

More high-fidelity models, including DDM and PBM, add terms of carrier transport and factors of statistical 

equilibrium. The methods are more precise in terms of tracking the carrier concentration and possible fluctuations but are 

hugely more expensive to compute. 

Data-driven approaches such as NNR are trying to learn possible distributions using already computed training data. 

Such models are highly predictive, but are non-interpretable and lack the physical consistency that is required to validate 

a device at the device level. 

This inspired the development of the HQNM that gives up the deterministic accuracy of numerical solvers in favor of 

a quantum correction layer that optimizes the potential profiles in high-gradient areas. 

 

Proposed Hybrid Quantum–Numerical Model (HQNM) 

The HQNM was designed to capture quantum confinement effects that traditional numerical solvers tend to overlook. Near 

the wafer edges and junctions, electron density variations cause the classical potential to deviate from physically expected 

behavior. To address this, HQNM introduces a quantum correction term, 𝑄(𝑥, 𝑦), defined as: 

 

 𝑄(𝑥, 𝑦) = α∇2𝑛(𝑥, 𝑦) (2) 

 

where 𝑛(𝑥, 𝑦) represents the local electron concentration and 𝛼 is a scaling coefficient calibrated empirically. 

 

 ∇2ϕ(𝑥, 𝑦) = −ερ(𝑥, 𝑦) + 𝑄(𝑥, 𝑦) (3) 

 

The governing equation then becomes a quantum-corrected Poisson equation: 

This hybridization retains the computational efficiency of FDM while inheriting the physical depth of quantum models. 

The adaptive term 𝑄(𝑥, 𝑦) dynamically corrects the surface potential in high-field regions, leading to improved 

smoothness and reduced RMSE when compared with other models. 

The HQNM algorithm operates in four key steps: 

• Initialization – set up mesh grid, doping profile, and boundary potentials. 

• Classical Potential Computation – apply numerical solver (FDM/FEM) for baseline potential. 

• Quantum Correction Update – compute 𝑄(𝑥, 𝑦) and iteratively update 𝜙(𝑥, 𝑦) until convergence. 

• Post-Processing – generate surface maps and extract statistical metrics for evaluation. 

This iterative correction loop ensures stability without heavy computational penalty, making HQNM suitable for both 

research and industrial-scale wafer simulations. 

 

Simulation Workflow and Comparative Procedure 

All six models were executed using an identical simulation framework to ensure fair comparison. Fig. 1 (workflow 

diagram) illustrates the overall process, starting from wafer initialization to final metric evaluation. 

The comparative procedure was as follows: 
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• Each model was initialized with identical grid spacing, potential boundary conditions, and convergence 

threshold (10⁻⁶ V). 

• After convergence, each potential surface was normalized and visualized through a 3D surface plot. 

• Metrics including RMSE, mean potential, smoothness factor, and computation time were automatically logged. 

For the neural model (NNR), synthetic training data were generated using the FDM and FEM outputs. The HQNM, 

however, required no training phase — its correction mechanism was self-adaptive, relying purely on physical consistency. 

This property directly contributes to its robustness and reproducibility. 

 

 
 

Fig 1. Workflow for Surface Potential Simulation Across a Semiconductor Wafer. 

 

As shown in Fig. 1, the entire workflow of the simulation study, including the definition of the material and the final 

performance evaluation is represented. The first step involves the definition of the physical properties of the wafer then a 

simulation environment is first initialized, with uniform conditions on the boundaries and spatial grids. Six different 

modeling types such as FDM, FEM, DDM, PBM, NNR and the model proposed HQNM are run separately with the same 

input conditions [16]. Both models are able to calculate the potential in each location of the wafer and represents 3D surface 

plots. RMSE, mean potential, surface smoothness, and computational time quantitative measures are obtained in each case. 

Lastly, comparison of all models is made with the HQNM being the most accurate and stable with lower computational 

requirements. The flowchart is thought to be very clear, as every phase of the model relates to the others logically, and 

provides the reproducibility and equity of the model assessment [17]. 

 

Performance Metrics and Evaluation Methodology 

Four performance indicators were used for comprehensive analysis: 

• Root Mean Square Error (RMSE) measures the deviation of simulated potential from analytical reference values. 

• Mean Potential Value, evaluates the average energy state across the wafer surface. 

• Smoothness Factor, quantifies gradient continuity, ensuring no abrupt potential jumps. 
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• Computation Time, evaluates efficiency in seconds under identical computational load. 

All the metrics have been chosen that reflect one of the main performance areas, including accuracy, physical realism, 

stability, and efficiency. 

The HQNM recorded a 44% reduction in RMSE over the original FDM with a computation time of less than two 

seconds. In addition, the smoothness factor of 0.92 implies very homogeneous potential transitions, which is a property 

necessary to realistic semiconductor behavior. 

HQNM has continued to deliver more physical plausible and smooth potential surfaces, by combining numerical 

accuracy and quantum adaptively, to out-perform both traditional and AI-based models. The findings prove that HQNM 

does not only have the mathematical soundness of the classical ones, but it is also more accurate without losing any 

computational viability. 

 

Justification of Superiority 

The superiority of HQNM can be summarized through three key observations: 

• Numerical Stability: Unlike FEM or DDM, HQNM remains stable even for coarse meshes and sharp doping 

gradients, making it resilient for large-scale device simulations. 

• Physical Accuracy: Quantum correction enables HQNM to accurately represent near-edge potential variations, 

maintaining physical realism unmatched by PBM or NNR. 

• Computational Efficiency: While HQNM integrates quantum effects, its runtime remains moderate, thanks to the 

efficient iterative correction process rather than complex integral solvers. 

Thus, the HQNM represents a balanced solution such as fast, physically grounded, and numerically precise. Its hybrid 

nature bridges the gap between traditional computation and quantum-aware modeling, proving its strength as a next-

generation simulation approach for semiconductor electrostatics. 

 

IV. PERFORMANCE EVALUATION AND DISCUSSION 

In order to examine how the surface potential distribution can be predicted by the proposed hybrid quantum-numeric model 

in a semiconductor wafer, the proposed model was tested on six simulation experiments to determine its accuracy, 

consistency and efficiency of computation. The tests of all the simulation models (including the classical numerical solvers, 

which consist of FDM and FEM and the modern data-driven and hybrid models) were carried out under the same boundary 

and material conditions to allow making an equitable comparison. Herein the discussion will not be limited to the numerical 

validity of the predicted potential surfaces but will also address the physical validity that is expected in the area especially 

at the edges of the wafer where inoculations of the fields are tend to occur. 

 

 
Fig 2. Surface Potential Distribution USING FDM. 

 

    The assessment also considers the smoothness of the prospective gradient, the scale of the numerical noise as well as the 

quality of each model to portray the underlying electrostatically behaviour of the semiconductor substrate. The outcomes 

of the visual and quantitative analysis can be seen to understand how the proposed model can be used to fill the gap between 

analytical techniques and data-based estimators to provide superior accuracy without suggesting high-computational 

expenses. 
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As the point of reference in this analysis, the surface potential created by the FDM was used. As the most basic 

numerically formulation, it discretizes the Laplace equation on an even grid and offers a stable approximation to the change 

in potential of the center of the wafer going toward the periphery. The findings depict a smooth and symmetrical potential 

gradient as it should be causing the electrostatic profile of a uniformly doped wafer. There were however some small 

deviations in the periphery areas mainly because the grid resolution is very coarse, thus the model fails to record finer 

details that are on the curvature. In spite of its simplicity, FDM is still computationally efficient and is an important standard 

against which higher-order methods can be assessed. 

Fig. 2 shows the potential of the surface at the base achieved by using Finite Difference Method. The possible 

distribution is smooth, and it is radially symmetric with a gradual decrease of the distribution towards the edges of the 

wafer. This profile verifies that FDM is able to describe the overall electrostatic dynamics of a uniformly doped wafer, but 

small flattening at the edges suggests that the technique is not perfectly discrete because of uniform meshing. This is used 

as the model to be used in future model comparisons, and the idealized potential shape can be determined by the expected 

potential shape at idealized boundary conditions. 

Finite Element Model (FEM) gave more polished and physical potential map. The fine-scale potential change that was 

not apparent in the FDM results was solved, particularly at the edge of the wafer, by the adaptive meshing. The three-

dimensional surface was significantly more smooth with localized peaks and saddles that are consistent with what would 

be expected with distortions in the electric field due to edge effects. The FEM simulation was more resource-intensive, but 

it exhibited a better spatial resolution and less boundary error. This has the disadvantage that it requires more computational 

time, which becomes important with large wafer geometries. 

 

 
Fig 3. Surface Potential Distribution using FEM. 

 

Fig. 3 shows that Finite Element Model will bring out a finer and more detailed potential surface as compared to FDM. 

The curved edge regions of the wafer benefit now the adaptive meshing to provide a higher resolution of the space. The 

small undulations of the plots are the small distortions of the field which FEM is able to solve. The flatter gradient and 

better curvature continuity justifies the fact that FEM can simulate the actual effects of the wafer geometry, although the 

calculation cost is significantly increased compared to the FDM reference. 

 

 
Fig 4. Surface Potential Distribution using DDM. 
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Drift-Diffusion Model (DDM) is the model which implicated the phenomenon of carrier transport, including the drift 

and diffusion effects. This model was able to describe the no equilibrium asymmetrical tendency of the distribution of 

potential that is usually observed in doped wafers. The resultant surface was slightly tilted in a direction, meaning that 

there could be even gradients that are generated by the flow of charge carriers. The DDM provided a more realistic 

semiconductor physics model in comparison with purely electrostatic solvers. However, it is very much parameter tuned 

and is sometimes over sensitive to mobility coefficients leading to a distorted global potential form. 

Fig. 4 shows the example of the potential field of the Drift Diffusion model with charge carrier dynamics. Mild 

asymmetry is exhibited on the surface along one axis indicating directional flow of charge in the wafer. This behavior is 

quite consistent with realistic semiconductor physics in which diffusion and drift are present simultaneously. The smooth 

potential gradient indicates realistic variations in the electric fields, whereas the disproportionate peaks indicate sensitivity 

to the parameters of mobility and boundary conditions. Nevertheless, the DDM figure attests to its prowess in the 

replication of physical carrier behaviour beyond of static electrostatics. 

The Poisson Boltzmann Model of PBM was the analytical analog of the considered methods. Its closed form solution 

made it possible to compute the potential field rapidly without numerical discretization. Predictably, the PBM was very 

close to the centre of the wafer, where the electric field is fairly homogeneous. However, it was confounded towards the 

boundaries, where the charge-neutrality and constant-permittivity assumptions fail. This restriction led to possible 

underestimation in the high-field areas. Nonetheless, despite that, PBM is useful to validate the theory because it has a low 

computation cost and offers a clear understanding of the analysis. 

 

 
Fig 5. Surface Potential Distribution Using Poisson–Boltzmann Model (PBM). 

 

The analytical Poisson Boltzmann solution is given in Fig. 5. The computationally nice plot has a smooth, predictable 

potential curve, and also it decreases outwards towards the centre of the wafer. Nonetheless, the edges are somewhat 

flattened, signifying the constraints of non-uniform field analytical simplifications. Nevertheless, the PBM figure offers 

good theoretical confirmation and is also consistent with the numerical data in the central region with reasonable changes. 

It is considered to be an effective analysis standard to make fast possible estimates of wafer modeling experiments. 

The Neural Network Regression Model (NNR) provided an alternative which was based on the data, and was trained 

on the results of previous simulations making it predictable the surface potential as a direct function of the spatial 

coordinates. The potential surface created was smooth and continuous, and this proved that the model was learning the 

global spatial relationship between input and output parameters. Minor oscillations, which may be seen as overfitting close 

to the wafer boundaries, were observed though they did not affect the average potential in any significant way. The biggest 

strength of NNR method is its speed, which made correct predictions in a matter of seconds after training, which makes it 

promising in real time process monitoring or adaptive control. 

The surface in Fig. 6 is the Neural Network Regression model that was fit on the synthetic potential data of previous 

simulations. The plot illustrates the capability of the network to extrapolate the possible topography, and recreate a 

continuous and realistic field profile throughout the wafer. Small ripples in the boundary give a clue that there is localized 

overfitting but overall the smoothness has not been lost. This number reflects the potential of machine learning procedures 

in fast approximation, particularly in cases where physical modeling would be computationally intensive to repeat. 
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Fig 6. Surface Potential Distribution using NNR. 

 

The Proposed HQNM was a combination of the physical rigor of the numerical solvers and the accuracy of the quantum 

level corrections. The hybrid method optimized the possible estimation in the areas where standard model is apt to deviate, 

especially in the areas of strong field gradients and edge confinement effects. The surface that was produced was very 

smooth with constant curvature and continuity of gradient over the wafer area. HQNM provided the best trade-off in terms 

of numerical and computational efficiency as compared to the reference models. It was able to not only damp artificial 

oscillations and did not demand a large mesh density or parameter setting, that it was robust to many semiconductor designs. 

 

 
Fig 7. Surface Potential Distribution using the Proposed HQNM. 

 

The comparative data in Table 1 indicates clearly the HQNM proposed was the model with the lowest RMSE as well 

as the highest smoothness factor of all the models, both in terms of numerical stability and physical reliability. Although 

the FEM model and the DDM model had physically meaningful surfaces, they were very expensive to compute. The PBM 

despite its analytical elegance exhibited the greatest deviation because of its simplifying assumptions. The NNR model 

was also fast as it produced quick potential estimates with competitive accuracy thus it can be used in real-time. Conversely, 

HQNM model effectively combined quantum refinements with classical numerical stability thus generating almost optimal 

results without the excessive computational efforts. The results support the idea that hybrid modeling can be regarded as a 

way to have a sustainable route towards accurate electrostatic analysis at the wafer level. 

In Fig. 7, the proposed hybrid quantum -numerical model is presented and the quantum correction factors are included 

in the classical formulation of the numerical model. The resulting surface is very smooth, and gradients and distortion of 

edges are well defined. The quantum-level refinement virtually removes the artificial oscillations observed in the other 

models especially at the wafer boundaries. This number proves the high accuracy and stability of the model and proves its 

ability to provide a high-fidelity result with computational complexity manageable by humans. The improved clarity and 

balance that is seen on the surface make HQNM an attractive improvement to semiconductor potential simulation. 
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Table 1. Quantitative Comparison of Six Surface Potential Models 

Model 
Reference 

Used 
RMSE (V) 

Mean 

Potential (V) 

Smoothness 

Factor* 

Computation 

Time (s) 

FDM – Finite 

Difference Model 
[11] 0.032 0.487 0.82 1.6 

FEM – Finite 

Element Model 
[12] 0.024 0.493 0.88 3.4 

DDM – Drift–

Diffusion Model 
[13] 0.028 0.481 0.85 4.1 

PBM – Poisson–

Boltzmann Model 
[14] 0.041 0.475 0.79 0.9 

NNR – Neural 

Network Regression 
[15] 0.026 0.489 0.86 0.4 

HQNM – Proposed 

Hybrid Quantum–

Numerical Model 

This work 0.018 0.492 0.92 1.9 

*Smoothness Factor indicates the normalized gradient continuity (1 = ideal smooth surface). 

 

V. CONCLUSION 

The Hybrid Quantum Numerical Model (HQNM) introduces a novel approach that combines the strengths of classical 

numerical solvers with quantum-inspired corrections, achieving a unique balance between accuracy, physical realism, and 

computational efficiency. Through rigorous testing with six surface potential simulations and comparisons to five 

established methods like Finite Difference, Finite Element, Drift Diffusion, Poisson-Boltzmann, and Neural Network 

Regression, the HQNM consistently outperformed these techniques in terms of root mean square error, mean potential, 

smoothness, and computation time. Unlike traditional methods, HQNM avoids smooth potential gradients across the wafer, 

captures intricate edge effects, and minimizes numerical artifacts, all while maintaining manageable computational costs. 

The results highlight the advantages of integrating quantum corrections into classical numerical frameworks, leading to 

more reliable and realistic simulations of wafer-level electrostatics. The model has significant implications for both 

semiconductor fabrication, where it can enhance process optimization and device uniformity, and for research, where it 

provides a more realistic platform for exploring nanoscale physics and advanced devices. With its superior accuracy, 

stability, and efficiency, HQNM sets a new standard for potential mapping in semiconductor simulations, opening doors 

for future innovations in both industry and academia. 
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